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Pojecia podstawowe

" Wieloprogramowanie zapewnia

zazwyczaj na urzgdzenie

maksymalne wykorzystanie loadstore }
czasu procesora, przez state read from file GPU burst
utrzymywanie w dziataniu

pewnej liczby procesow. wait for 1O 1O burst
Wykonanie procesu sktada sie e rement CPU burst
Z nastepujacych po sobie cykli. write to file

W kazdym cyklu jest faza e } ot
dziatania procesora (CPU lond store }
burst) i faza oczekiwania - read from file GPU burst

wejscia/wyjscia (/O burst).

Przy dobieraniu wiasciwego
algorytmu planowania
przydziatu procesora duze
znaczenie ma rozktad dtugosci
fazy procesora dla
wykonywanych zadan.
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Planista przydziatu procesora

" Planista przydziatu procesora (kroétkoterminowy) wybiera sposrod
gotowych procesoéw w pamieci operacyjnej jeden i przydziela mu
procesor.

® Decyzje o przydziale procesora mogg zapadac kiedy proces:

1. przeszedt od stanu aktywnosci do stanu czekania
2. przeszedt od stanu aktywnosci do stanu gotowosci.
3. przeszedt od stanu czekania do stanu gotowosci

4. konczy dziatanie.

" W sytuacjach 1 i 4 planowanie (szeregowanie) procesow jest
niewywlaszczeniowe (nonpreemptive), w 2 i 3 - wywlaszczeniowe
(preemptive).
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Ekspedytor

" Ekspedytor (dispatcher) jest modutem jgdra, ktory faktycznie
przekazuje procesor do dyspozycji procesu wybranego przez
planiste krétkoterminowego. Obowigzki ekspedytora:

= przetgczanie kontekstu
= przetgczanie do trybu uzytkownika

= skok do odpowiedniej komorki programu uzytkownika dla
wznowienia wykonywania programu.

" Opodznienie ekspedyciji (dispatch latency) — czas zuzywany przez
ekspedytora na wstrzymanie jednego i uaktywnienie innego procesu.
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Kryteria planowania

Punkt widzenia systemu

" Wykorzystanie czasu procesora (typowo 40% do 90%)

" Przepustowosc¢ (throughput) — liczba zakonczonych proceséw w jednostce czasu
® Sprawiedliwosc¢ (fairness) — rowne traktowanie proceséw

" Respektowanie zewnetrznych priorytetow procesow

" Rownowazenie obcigzenia wykorzystywanych zasobdéw

Punkt widzenie uzytkownika

® Czas cyklu przetwarzania (turnaround time) — czas potrzebny na wykonanie.

® Czas oczekiwania — suma okresow, w ktorych proces czeka w kolejce procesow
gotowych do wykonania

® Czas odpowiedzi (response time) — czas uptywajgcy pomiedzy przedtozeniem
zamowienia, a pojawieniem sie pierwszej reakcji systemu.

" Przewidywalnosc¢ — realizacja zadania w okreslonym czasie bez wzgledu na
obcigzenie systemu
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Kryteria optymalizacji

" Max wykorzystanie procesora
" Max przepustowosc

" Min czas cyklu przetwarzania
" Min czas oczekiwania

" Min czas odpowiedzi
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Planowanie za pomoca zwyktej kolejki

Nazwy metody: FCFS (First-Come, First-Served), FIFO (First-In, First-Out)

" Przyktad: Proces Dt. fazy procesora
P, 24
I:)2
P3

" Porzadek nadchodzenia: P, , P, , P4
® Diagram Gantta dla FCFS:

P, P, P3

0 24 27 30
" Czasy oczekiwania:P,=0;P,=24;P, =27

® Sredni czas oczekiwania: (0+24+27)/3=17, maks. czas oczekiwania= 27
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Planowanie metoda FCFS (c.d.)

Inny porzgdek procesow: P, , P;, P; .

" Diagram Gantta:

P, Pj P,

0 3 6 30

® Czasy oczekiwania:P,=6; P,=0.P,=3
® Sr. czas oczekiwania: (6+0+3)/3 = 3, maks. czas oczekiwania= 6
" Duzo lepiej niz poprzednio.

" Efekt konwoju: krotkie procesy czekajg dtugo na zwolnienie procesora
przez wielki proces.
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Planowanie metoda
»ohortest-Job-First” (SJF/SRTF)

" Algorytm SJF wigze z procesem dtugosc¢ nastepnej fazy procesora -
wybierajgc do wykonania proces o najkrotszej nastepnej fazie procesora

" Dwa typy algorytmu SJF:

" niewywlaszczajacy (proces wykonujgcy sie zawsze konczy swojg
faze procesora)

= wywiaszczajacy (Shortest-Remaining-Time-First (SRTF)).

® Algorytm SJF jest optymalny ze wzgledu na sredni czas oczekiwania
(dla danego zbioru procesow).
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Niewywiaszczajgce planowanie SJF

Proces Przybyt. Dt. fazy proc.
P, 0.0 7
P, 2.0 4
P, 4.0 1
P, 5.0 4

" Sr. czas oczekiwania=(0+6+3+7)/4 = 4, maks. czas oczekiwania= 7
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Wywiaszczajqce planowanie SJF. SRTF

" SJF wywtaszczajacey, czyli SRTF

Proces Przybyit

Dt. fazy proc.

0.0
2.0
4.0
5.0

EE N . N

Py

P,

P

P,

|
|
0

2

4

5

7

" Sr. czas oczekiwania=(9+1+0+2)/4= 3, maks. czas oczekiwania= 9
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Estymacja dtugosci nastepnej fazy
procesora

" Nie mozna bezbfednie przewidziec, ale mozna estymowac dtugos¢
nastepnej fazy.

" Estymacja zaktada, ze dlugosc nastepnej fazy bedzie podobna do
dtugosci faz poprzednich. Dla sredniej wyktadniczej (exponential
averaging):

Th+1 = O 1:n + (1-(1) 43

gdzie

t, = rzeczywista dtugosc¢ n-tej fazy procesora

7.1 = przewidywana dtugosc¢ nastepnej fazy procesora
o = wspotczynnik z przedziatu (0, 1)
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Estymacja diugosci nastepnej fazy
procesora - c.d.

- —

CPU burst (t) 6 4 6 4 13 13 13

"guess” (1) 10 8 6 6 5 9 11 12
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Planowanie priorytetowe

" Kazdy proces ma przypisany priorytet (liczba catkowita).

" Procesor jest przydzielany procesowi 0 najwyzszym priorytecie
(najmniejsza liczba = najwyzszy priorytet) z wywtaszczaniem lub bez
wywitaszczania.

" SJF jest planowaniem priorytetowym (priorytet=estymowany czas
nastepnej fazy procesora).

" Problem: gtodzenie (nieskonczone blokowanie) - niektore procesy
mog3g nigdy sie nie wykonac.

" Rozwigzanie: postarzanie (oczekiwanie zwieksza priorytet procesu) .
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llustracja planowania priorytetowego

Process Burst Time Priority
P, 10 3
P, 1 1
P, 2 4
P, 1 5
P. 5 2

" DiagramGantta:

P, P P, P, |P,

0 1 6 16 18 19

" Sr. czas oczekiwania= 8.2, maks. czas oczekiwania= 18
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Planowanie rotacyjne (RR)

® Kazdy proces ma dostep do procesora przez pewien kwant czasu ¢
(rzedu 10-100ms), po czym (jesli wczesniej nie zacznie sam
oczekiwac) jest wywtaszczany i wstawiany na koniec kolejki procesow
oczekujgcych.

® Dla n procesow gotowych kazdy proces otrzymuje srednio 1/n czasu w
odcinkach g jednostek czasu. Zaden proces nie czeka dtuzej niz (n-1)q
jednostek czasu.

" Wydajnosc¢
= (duze = FIFO

= ( mate = problem: g musi by¢ dostatecznie duze, aby narzut na
przetgczanie nie dominowat.
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Planowanie rotacyjne z kwantem gq=20

Proces Dt. fazy proc.
= 53
P, 17
P, 68
P, 24

® DiagramGantta:

0 37 77 117 134 162
20 57 97 121 154

" Typowo - dluzszy czas cyklu przetwarzania niz dla SJF, ale krétszy
czas odpowiedzi.
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Skutki krotkiego kwantu czasu

procass lime = 10 quanium context
switches
12 0
Ll 10
6 1
i & 10
1 G

® Z punktu widzenia przetwarzania uzytkowego przetgczanie kontekstu
jest marnotrawstwem czasu procesora = nie moze byc zbyt czeste

" Decyzja planisty musi zapas¢ w mozliwie krotkim czasie - struktury
danych muszg byc¢ tak zaprojektowane, zeby utatwi¢ dokonanie
szybkiego wyboru procesu do wykonania.
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Sredni czas przetwarzania a dlugosé kwantu czasu
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process time

P, 6
P, 3
P, 1
P, 7

80% faz procesora

powinno byc¢ krotszych
od kwantu q

2 3 4 5 6 7
time quantum
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Wielopoziomowe kolejki

Osobng klase algorytmow planowania opracowano dla sytuacji, w ktorych
procesy mozna zaklasyfikowa¢ do grup o wyraznie roznych cechach.

Przyktadowo:
= Kolejka procesow gotowych jest podzielona na dwie oddzielne:

- kolejka proceséw pierwszoplanowych (interakcyjnych,
foreground)

- kolejka procesow drugoplanowych (wsadowych, background)

= Kazda kolejka ma swaj algorytm planowania, np.
- dla procesoéw pierwszoplanowych (foreground) — RR
- dla procesow drugoplanowych (background) — FCFS
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Wielopoziomowe kolejki (c.d.)

Dla dwoch kolejek procesow oczekujgcych na czas procesora trzeba
zdecydowac o rozdziale czasu procesora pomiedzy kolejki. Warianty
rozdziatu:

= Ustalony porzadek - najpierw wykonanie wszystkich procesow
pierwszoplanowych (mozliwe gtodzenie proceséw drugoplanowych).

* Przydziat kwantu czasu dla kolejki, n.p.
80% dla pierwszego planu (RR), 20% dla drugiego planu (FCFS)
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Wielopoziomowe kolejki (c.d.)

highest priority

m— student processes ———

lowest priority
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Wielopoziomowe kolejki ze
sprzezeniem zwrotnym

®" W poprzednio omawianych algorytmach planowania wielopoziomowego
przydziat procesu do jednej z kolejek jest statyczny.

" W planowaniu wielopoziomowym ze sprzezeniem zwrotnym proces moze
sie przemieszczacC pomiedzy kolejkami - stosownie od aktualnej dtugosci
faz procesora. Procesy ograniczone przez wyjscie-wyjscie majg
tendencje do przebywania w kolejkach o duzych priorytetach. Z kolei
dtugie przebywanie w kolejce o niskim priorytecie moze przemiescic
proces do kolejki o wyzszym priorytecie (postarzanie z
przemieszczaniem zapobiega gtodzeniu).

® Parametry planisty wielopoziomowych kolejek ze sprzezeniem zwrotnym:
= liczba kolejek
= algorytm planowania dla kazdej kolejki
= metoda awansowania procesu do kolejki o wyzszym priorytecie
= metoda dymisjonowania procesu do kolejki o nizszym priorytecie

= metoda wyznaczania kolejki, do ktorej trafia proces potrzebujgcy
obstugi
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Wielopoziomowe kolejki ze
sprzezeniem zwrotnym

i
Przyktad > quantum = 8
® Sg trzy kolejki procesow gotowych:

= Qp— kwant czasu8 ms

= Q, —kwant czasu 16 ms ‘ cluantii = 16

= Q,—-FCFS

Al
e FCFS

® Planowanie

Y

= Nowe zadanie wchodzi do Q, (na koniec kolejki). Jesli zadanie nie
skonczy sie w ciggu przydzielonych 8 ms przechodzi na koniec

kolejki Q;.

= Po oproznieniu Q, procesy w Q, otrzymujg kwant czasu 16 ms. Jesli
zadanie z Q, nadal sie nie konczy — jest wywtaszczane i przechodzi

na koniec kolejki Q.

= Procesy w Q, sg wykonywane w porzgdku FCFS i tylko wtedy, gdy

kolejki Q, i Q, sg puste.

L.J. Opalski, slajdy do wyktadu MiNI ,Systemy Operacyjne I” 24
,Podstawy systemow operacyjnych”

Adaptacja autorskich slajdéw do podrecznika Silberschatz, Galvin, Gagne,

A 4



Planowanie w MS Windows

" Ekspedytor korzysta z 32 poziomow priorytetow . Klasy priorytetow
= czasu rzeczywistego 16 do 32.

= zmienna (variable class) - priorytety od O do 15.

" Z kazdym priorytetem planowania ekspedytor wigze kolejke i przebiega
zbior kolejek (od 32 do 0) az znajdzie watek gotowy (specjalny watek
postojowy jest zawsze gotowy)

" Watek wybrany przez dyspozytora bedzie dziata¢ az do: wywtaszczenia
przez watek o wyzszym priorytecie, wyczerpania kwantu czasu lub
uzycia w nim blokujgcego wywotania systemowego.

" Jesli kwant czasu sie wyczerpie, watek zostaje przerwany i, jesli nalezat
do klasy zmiennej, to mu sie zmniejsza priorytet (nigdy ponizej wartosci
podstawowej)

" Przejscie watku ze stanu oczekiwania do gotowosci powoduje wzrost
priorytetu (wiekszy dla operacji interaktywnych, dla aktywnego okna: 3x).

" Dla klasy NORMAL_PRIORITY_CLASS rozrozniany jest proces
pierwszoplanowy, aktualnie wybrany na ekranie (ma zwiekszony kwant

czasu)
" W systemie Windows 7 dodano user-mode scheduling (UMS):

= Programy uzytkownika mogg zarzgdzac watkami niezaleznie od jgdra
= Dla duzej liczby watkow uzyskuje sie wiekszg efektywnosc.
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POSIX - planowanie przydziatu procesora

" Przydziat czasu procesora procesowi lub watkowi zalezy od klasy szeregowania
(scheduling policy) oraz priorytetu tego procesu/watku Definicja polityki okresla
minimalny zakres priorytetow. Zakresy priorytetow réznych klas mogg nie by¢
roztgczne. Cztery klasy szeregowania sg zdefiniowane przez standard POSIX (inne
mogg by¢ realizowane przez implementacje):

- Dla proceséw/watkow czasu rzeczywistego (RT) : SCHED_RR i
SCHED_FIFO, procesy sporadycznego serwera: SCHED SPORADIC
- Domyslna : SCHED OTHER

" Planista w systemie Linux — komponent jgdra, okreslajgce ktéremu, z gotowych do
wykonania watkéw (runnable thread):, zostanie przydzielony procesor. Planowanie
jest wywtaszczajace.

" Klasy szeregowania w systemie Linux:

= Dla zwyktych watkow (normal scheduling policies): SCHED OTHER,
SCHED_BATCH, SCHED_IDLE

= Dla watkdw czasu rzeczywistego (real-time scheduling policies): SCHED FIFO,
SCHED_RR, SCHED_DEADLINE (in place of SCHED_SPORADIC)

Wiecej szczegotow: w nastepnym semestrze
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